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Abstract: 
 

The main aim of this project is to develop a smart hotel recommendation system to address 
scalability and inefficiency problem in Big Data with traditional hotel recommender systems, which 
fails to meet users' personalized requirements and diverse Preferences. This project uses user 
collaborative search to meet the users’ personalized recommendations. The users’ are asked to give 
their amenity preferences in the beginning, which are then used for populating the most appropriate 
hotel with the services that the current user prefers. The Top k algorithm is used to list out the hotels 
meeting the users’ preferences. The more the preferences of the user, the search gets narrower and 
most appropriate hotels are listed out. The review of current user also gets added for future users; so 
that they can use it as review of previous user. 
 
 

 

I. Introduction: 
 
Big data is a broad term for  data sets so large or 

complex that traditional  data processing 

applications are inadequate. Challenges include 

analysis, capture,  data curation, search,  sharing, 

storage, transfer, visualization, and  information 

privacy. The term often refers simply to the use 

of  predictive analytics or other certain advanced 

methods to extract value from data, and seldom 

to a particular size of data set. Accuracy in big 

data may lead to more confident decision 

making. And better decisions can mean greater 

operational efficiency, cost reduction and 

reduced risk. 
 
Analysis of data sets can find new correlations, 

to "spot business trends, prevent diseases, 

combat crime and so on." Scientists, business 

executives, practitioners of media and 

advertising and  governments alike regularly 

meet difficulties with large data sets in areas 

including  Internet search,  finance and  business 

 
 

 

 informatics. Scientists encounter limitations in  
e-Science work, including  meteorology,  
genomics,  connectomics, complex physics 
simulations, and biological and environmental 
research. 
 

 

II. Motivation: 
 
Data sets grow in size in part because they are 
increasingly being gathered by cheap and 
numerous information-sensing  mobile 
devices, aerial  (remote sensing), software 
logs,  cameras, microphones,  radio-frequency  
identification (RFID) readers, and  wireless  
sensor networks. The world's technological 
per-capita capacity to store information has 
roughly doubled every 40 months since the  
1980s; as of 2012, every day

2.5  exabytes (2.5×1018) of data were 
created; The challenge for large enterprises is 
determining who should own big data 
initiatives that straddle the entire organization. 
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Work with big data is necessarily uncommon; 
most analysis is of "PC size" data, on a 
desktop PC or notebook that can handle the 
available data set. 
 
 Relational database management systems and 
desktop statistics and visualization packages 

often have difficulty handling big data. The 
work instead requires "massively parallel 

software running on tens, hundreds, or even 

thousands of servers". What is considered "big 
data" varies depending on the capabilities of 

the users and their tools, and expanding 
capabilities make Big Data a moving target. 

Thus, what is considered "big" one year 
becomes ordinary later. For some 

organizations, facing hundreds of gigabytes of 
data for the first time may trigger a need to 

reconsider data management options. For 

others, it may take tens or hundreds of 
terabytes before data size becomes a 

significant consideration. 
 

 

III. Existing System  
In most existing service recommender 
systems, such as hotel reservation systems and 
restaurant guides, the ratings of services and 
the service recommendation lists presented to 
users are the same. They have not considered 
users' different preferences, without meeting 
users' personalized requirements.  
Most existing service recommender systems 
are only based on a single numerical rating to 
represent a service's utility as a whole. In fact, 
evaluating a service through multiple criteria 
and taking into account of user feedback can 
help to make more effective recommendations 
for the users.  
Existing Approaches solve the scalability 
problem by dividing dataset. But their method 
doesn't have favorable scalability and 
efficiency if the amount of data grows. 

 

IV. Proposed System  
A keyword-aware service recommendation 
method, named KASR, is proposed in this 
paper, which is based on a user-based 
Collaborative Filtering algorithm. 

In KASR, keywords extracted from reviews of 
previous users are used to indicate their 
preferences. Moreover, we implement it on a 
distributed computing platform, Hadoop, 
which uses MapReduce as its computing 
framework.  
In Kasr, keywords are used to indicate both of 

users' preferences and the quality of candidate 

services. A user-based CF algorithm is adopted 

to generate appropriate recommendations. 

KASR aims at calculating a personalized 

rating of each candidate service for a user, and 

then presenting a personalized service 

recommendation list and recommending the 

most appropriate services to him/her. 

Moreover, to improve the scalability and 

efficiency of our recommendation method in 

“Big Data” environment, we implement it in a 

MapReduce framework on Hadoop by splitting 

the proposed algorithm into multiple 

MapReduce phases. 
 

 

V.  Architecture Diagram: 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig: Domain thesaurus of hotel reservation system 

 
Fig: Detailed architecture 
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VI. Modules: 
1. Big Data and Environment   
2. Batching and Preprocess   
3. Digging in Big Data & Service 

Recommender Application   
4. MapReduce and Hadoop  

5. KASR and Analysis  

 
VII. Module Description: 

1. Big Data and Environment  
Huge Collection of data is retrieved from open 
source datasets that are publicly available from 
major Travel Recommendation Applications. 
Big Data Schemas were analyzed and a 
Working Rule of the Schema is determined. 
The CSV(Comma separated values) files were 
read and manipulated using Java API that 
itself developed by us which is developer 
friendly ,light weighted and easily modifiable.  
2.Batching and Preprocess  
The Traditional View of Service 

Recommender Systems that shows Top-K 
Results are displayed with Paginations with 
which a user can navigate Back and Forth of 
the Result sets. All Services Ratings and 
Reviews of Each Hotels are listed. POS(Parts 
of Speech ) Tagger and Chucker Process are 
done on each and every review of all hotels for 
all countries in a Parallel and Distributed 
Manner as Batch jobs. The Master Job is Split 
up into ‘n’ no of small Batch jobs based on the 
slave machines Connected with the Master. 
POS Tagger tags each words of a review with 
its tags and the Clunker Process will take POS 
tagged output as input for Groping the Words 

based on meaning of the Review. 
 
3.Digging in Big Data & Service 
Recommender Application  
The CSV Files in distributed Systems are 
invoked through Web Service Running in the 
Server Machine of the Host Process through a 
Web Service Client Process in the 
Recommendation System. The data that 
Retrieved to the Recommendation Systems are 
provided with a clean GUI and can be queried 
on Demand. Each and Every process on the 
Recommendation Application invokes Web 
Service which uses light weighted traversal of 
data using XML. The Users can Review each 
hotel and can post comments also. The 

 
Reviews gets updated to the CSV Files as it 
get retrieved.  

A User can Plan or Schedule a Travel 
highlighting his requirements in a detailed way 
that shows the Preference Keywords Set of the 
Active User. A Domain Thesaurus is built 
depending on the Keyword Candidate List and 
Candidate Services List. The Domain 
Thesaurus can be Updated Regularly to get 
accurate Results of the Recommendation 
System.  
4.MapReduce and Hadoop  
(1) Capture user preferences by a keyword-
aware approach:  
In this step, the preferences of active users and 
previous users are formalized into their 
corresponding preference keyword sets 
respectively. In this paper, an active user refers 
to a current user needs recommendation.  
a) Preferences of an active user.  
An active user can give his/her preferences 
about candidate services by selecting 
keywords from a keyword-candidate list, 
which reflect the quality criteria of the services 
he/she is concerned about. Besides, the active 
user should also select the importance degree 
of the keywords. The importance degree of the 
keywords as “1” represents the general, “3” 
represents important and “5” represents very 
important.  
b) Preferences of previous users.  
The preferences of a previous user for a 
candidate service are extracted from his/her 
reviews for the service according to the 
keyword-candidate list and domain thesaurus. 
And a review of the previous user will be 
formalized into the preference key-word set of 
User. 
 
(2)The keyword extraction process is 
described as follows:  
a) Preprocess:  
First, tags and stop words in the reviews 

snippet collection should be removed to avoid 
affecting the quality of the keyword extraction 
in the next stage. And the Porter Stemmer 
algorithm is used to remove the commoner 
morphological and in flexional endings from 
words in English. 
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b) Keyword extraction:  
In this phase, each review will be transformed 
into a corresponding keyword set according to 
the keyword-candidate list and domain 
thesaurus. If the review contains a word in the 
domain thesaurus, then the corresponding 
keyword should be extracted into the 
preference keyword set of the user Known as 
(PPK).  
(3) Similarity computation:  

The Third step is to identify the reviews of 
previous users(PPK) who have similar tastes to 
an active user by finding neighborhoods of the 
active user(PAK) based on the similarity of 
their preferences. Before similarity 
computation, the reviews unrelated to the 
active user's preferences will be filtered out by 
the intersection concept in set theory. If the 
intersection of the preference keyword sets of 
the active user and a previous user is an empty 
set, then the preference keyword set of the 
previous user will be filtered out.  
5. KASR and Analysis:  
The Chunked Reviews of the Similar User List 
is retrieved and the Keywords corresponding 
to the User is analyzed for its Valence and 
Arousal. Valence Means Weather the 

Keywords Means a positive or Negative thing 
and Arousal answers, how much it is? Ratings 
are given for each Domain based on the 
Valence and Arousal for each User of each 
hotel. The Overall Hotel Rating is now 
manipulated by taking average values of each 
rating of several users of a particular hotel. 
Now ranking is done for all hotels based on 
Ratings and will be sorted based on Bubble 
Sort Algorithm to have the Most appropriate 
personalized Recommendation for the User. 
The Results will be analyzed with Graphical 
Views so as to understand easier. 

 

VIII. Enhancement:  
The Natural Language Processing is 
implemented to analyze the reviews of the 
previous user. The NLP Process Comprises 
Tokenizing a Sentence or a word, POS (Parts 
of Speech) Tagging, Extraction of Nouns and 
Verbs, Synonym Retrieval and Spell Check of 
Extracted Keywords using WordNet 
Dictionary .Valence and Arousal will be 

 
implemented for calculating Ratings of 
Aspects of a Hotel. The BigData manipulation 
from CSV through Our Own JAVA API 
enforces developer friendly access. 

 

IX. Conclusion:  
In this project, we have proposed a 
personalized hotel recommender for users with 
diverse recommendations. Active user gives 
his/her requirements by selecting keywords 
from keyword candidate list, along with the 
importance degree of the keywords. User-
based collaborative filtering algorithm is used 
to generate appropriate recommendations. POS 
tagging and chunking process are done to 
extract a meaningful keyword. The positive 

and negative preferences can be distinguished 
from the previous user reviews via NLP, 
valence and arousal. KASR is implemented in 
Hadoop platform to address the big data 
problems so that it improves the scalability and 
efficiency over existing approaches 
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